I R R W Ry er R L EU A e N R N A [
s f % .

Y EERTET LA : EETETTYRE AND DATES COVEELD
| 3 FINAL 01 APR 94 TO 30 _JUN 95
VEUTITLT AND SUBTITLE Trmmmmm—— o T e INDING WUMBERS
MATHEMATICAL CHALLENGES FROM THEORETICAL/COMPUTATIONAL
CHEMSITRY F49620-94-1-0221

s 61102F 2304/DS

DR LAVERY

i
i
7 PERECH

P

VitRG ORGAR
NATIONAL ACADEMY OF SCIENCES-NATIONAL RESEARCH COUNCIL
2101 CONSTITUTIN AVENUE

WASHINGTION DC 20418

8. PERFORMING CRGANIZATION
REPORT RUMBER

2]

2, SPONSCRING/IMONITCRING A GIHCY RANME(S) ARD ADDAECS{ES) 10. SPONSORING / MORITCRING
EGERCY REPORT NU ’&"DFR
' AFOSR/NM ‘

- 110 DUNCAN AVE, SUITE B115 [ .
¢« BOLLING AFB DC 20332-0001 :F49620-94-1-0221 :
: H 1
B }
LT AV R LATLTY 8 >~.Lis’L Vi P, DiSTRELTOR CDDE i

APPROVED FOR PUBLIC RELEASE;
DISTRIBUTION UNLIMITED.

i
3
b
£

_.A,

= TO0 e

ORKSHOP ON MATHEMATICAL CHALLENGES IN CHEMISTY WAS HELD AND RECOMMENDATION MADE. .

19960502 042

e o —

14, SUBIECT TERMS

15. NUMBER OF PAGES

16. PRICE CODE

17. SECURITY CLASSIFICATION
OF REPORT

UNCLASSIFIED

18. SECURITY CLASSIFICATION
OF THIS PAGE

UNCLASSIFIED

19. SECURITY CLASSIFICATION
OF ABSTRACT

UNCLASSIFIED

20. LIMITATION OF ABSTRACT

SAR

NSN 7540-01-280-5500

Standard Form 298 (Rev. 2-89)
Prescribed by ANSI Std 729-18
298-102




THIS DOCUMENT IS BEST
" QUALITY AVAILABLE. THE

COPY FURNISHED TO DTIC

- CONTAINED A SIGNIFICANT
NUMBER OF PAGES WHICH DO
NOT REPRODUCE LEGIBLY.



Mathemalical Challenges
from
Theorefical/Compufational

E h E m l 5 r ru AFOSR-TR-96




MATHEMATICAL CHALLENGES FROM
THEORETICAL/COMPUTATIONAL CHEMISTRY

LS
IR BN

Committee on Mathematical Challenges from
Computational Chemistry

Board on Mathematical Sciences
and
Board on Chemical Sciences and Technology

Commission on Physical Sciences, Mathematics, and Applications

National Research Council

National Academy Press
Washington, D.C. 1995




NOTICE: The project that is the subject of this report was approved by the Governing Board of the National
Research Council, whose members are drawn from the councils of the National Academy of Sciences, the
National Academy of Engineering, and the Institute of Medicine. The members of the committee responsible
for the report were chosen for their special competences and with regard for appropriate balance.

This report has been reviewed by a group other than the authors according to procedures approved by a
Report Review Committee consisting of members of the National Academy of Sciences, the National Academy
of Engineering, and the Institute of Medicine.

Support for this project was provided by the National Science Foundation, Air Force Office of Scientific
Research, Department of Energy, Army Research Office, and Ciba-Geigy Corporation.

Library of Congress Catalog Card Number 95-68040
International Standard Book Number 0-309-05097-9

Copyright 1995 by the National Academy of Sciences. All rights reserved.

Available from:

National Academy Press

2101 Constitution Avenue, NW

Box 285

Washington, DC 20055

B-515

Available on the Internet via the World Wide Web at the URL: http://www.nas.edu/.

Printed in the United States of America

COVER ILLUSTRATION: The catalytic binding site of the enzyme purine nucleoside phosphorylase, which
plays a key role in immune function, is shown in gray as a space-filling model. An inhibitor of the enzyme is
shown in white. A tight fit between the enzyme and the inhibitor is required for binding and inhibitory activity,
and a goal of structure-based drug discovery is the design of inhibitors that are geometrically (and chemically)
complementary to an enzyme binding site.

The figure was computer generated and resulted from a study that involved calculating geometries of
potential inhibitors "docked" in the enzyme binding site (Montgomery et al., 1993). The study involved energy
minimization and Monte Carlo-like conformational searching using the MacroModel computational chemistry
software (Mohamadi et al., 1990). Such a computationally intensive task could not have been carried out 10
years ago and was an integral part of a structure-based drug design effort (Montgomery, 1993; see also Bugg et
al., 1993).
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EXECUTIVE SUMMARY

Overview

Although much of its discovery process is descriptive and qualitative, chemistry is fundamentally a
quantitative science. It serves a wide range of human needs, activities, and concerns. The
mathematical sciences provide the language for quantitative science, and this language is growing in
many directions as computational science in general continues its rapid expansion. A timely
opportunity now exists to strengthen and increase the beneficial impacts of chemistry by enhancing the
interaction between chemistry and the mathematical sciences.

Computational chemistry is a natural outgrowth of theoretical chemistry, the traditional role of
which involves the creation and dissemination of a penetrating conceptual infrastructure for the
chemical sciences, particularly at the atomic and molecular levels. The mathematical sciences have
been indispensable allies and have provided vital tools for that role. Theoretical chemistry has also
sought to devise and to implement quantitative algorithms for organizing massive amounts of data
from the laboratory, and for predicting the course and extent of chemical phenomena in situations that
are difficult or even impossible to observe directly; thus, today it is difficult to classify many lines of
research as either "theoretical” or "computational." This report tends toward the term
theoretical/computational—any distinction between the two areas is rather misleading because the
subject demands both quantitative characterization and conceptual understanding.

Computational chemistry has its roots in the early attempts by theoretical physicists, beginning in
1928, to solve the Schrodinger equation using hand-cranked calculating machines. By the 1950s, with
the appearance of digital computers, serious attempts were being made to obtain highly accurate
quantitative information about the chemical behavior of molecules via numerical approximations to the
solution of the Schrodinger equation. In subsequent years, thanks to leaps in computing power and
algorithms, methods have evolved from those that were used to study 1- and 2-atom systems in 1928,
through those that were used to study 2- to 5-atom systems in 1970, to the present programs that
produce useful quantitative results for molecules with up to 10 to 20 atoms. Other chemists, whose
research can be accomplished with cruder models of the atom, have pushed this limit much higher.
For instance, simpler approximations have long been used in the molecular mechanics approach that
make possible the modeling of biological molecules with thousands of atoms.

Recent decades have witnessed a revolutionary expansion in the breadth and capability of
theoretical and computational chemistry—with a commensurate rise in optimism regarding the ability
of theoretical/computational chemistry to resolve pressing problems both of a fundamental scientific
character and of clearly practical interest. Those outside the field may not realize that
theoretical/computational chemistry, broadly defined, underpins rational drug design, contributes to
the selection and synthesis of new compounds, and guides the design of catalysts. New quantum
mechanical techniques underlie the understanding of electronic properties of materials and have
advanced the level of precision at which molecules of at least moderate size can be modeled.
Furthermore, computational chemistry software is a set of tools used increasingly by chemists of
many persuasions. These various abilities and facilities have proved to be very important to U.S.
industry, and their advancement would generate even further industrial benefits. Engaging problems
and deep challenges for mathematical scientists are posed by the needs of theoretical and
computational chemists, and the products of mathematical research in these areas could have far-
reaching ramifications.

The statement of task given to the Committee on Mathematical Challenges from Computational
Chemistry reads as follows: "The committee will investigate and report on opportunities for




EXECUTIVE SUMMARY

collaborative and synergistic research in the mathematical sciences that can accelerate progress in
theoretical and computational chemistry and their applications, and make recommendations for
promoting this research." It was clear from the outset that the study could not presume to be
exhaustive. However, it seemed realistic to strive for representative sampling of the two communities
involved and to identify instructive examples of past collaborative successes, likely prospects for
interdisciplinary synergy, and barriers to joint research that could be removed or at least lowered.

A number of fruitful collaborations between mathematical scientists and theoretical/computational
chemists have occurred in the past. Noteworthy examples include the Nobel prize-winning work of
Hauptman and Karle to advance the science of X-ray crystallography, now a basic tool; quantitative
structure-activity relationships have led to the development of at least four commercially successful
products (an antibacterial compound, two herbicides, and one fungicide); and insights into molecular
structure have been gained from mathematical results in group theory and topology.

In scanning the research needs of theoretical/computational chemistry, the committee found
opportunities for synergistic research with almost the entire mathematical sciences community, where
that term is used in its broadest sense to include core and applied mathematicians, statisticians,
operations researchers, and theoretical computer scientists. Many of the mathematical lines of
research that, if reoriented, could contribute to chemistry are already being pursued in other contexts.
The matrix in Figure ES.1 displays a subjective assessment of the depth of potential cross-fertilization
between major challenges from theoretical and computational chemistry and relevant topics in the
mathematical sciences. This matrix is based to some extent on intuition because it is an assessment of
future research opportunities, not past results. An "H" in the matrix implies an overlap that appears
clearly promising, while an "M" suggests that some synergy between the areas is likely. The absence
of an H or an M should not be taken to imply that some clever person will not find an application of
that technique to that problem at some point.

Conclusions and Recommendations

As a result of its investigations and collective evaluation of the available information, the
committee has reached the following conclusions.

e Several notable "success stories" can be identified, illustrating the value of interdisciplinary
stimulation and synergistic research collaboration involving cooperation between the mathematical
sciences and the theoretical/computational chemistry communities.

¢ Many opportunities appear to exist for further collaborations between the mathematical and
chemical sciences that could result in high-quality scholarship and research progress that would
advance national interests. The productivity of applied computational chemistry would likely be
enhanced as a result, which could be potentially significant for industry.

e Active encouragement of further collaborations is warranted because it would likely result in an
acceleration of such research progress.

¢ Cultural differences between the mathematics and the chemistry communities, involving
language, training, aesthetics, and research style, have tended to act as barriers to collaboration, even
in circumstances that might otherwise suggest the benefit of cooperation.

¢ Institutional structures and reward systems in the academic community have often placed
significant difficulties in the way of collaborative research across traditional disciplinary boundaries,
which can be especially inhibiting to those in early career stages.

2
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EXECUTIVE SUMMARY

¢ Government funding agencies have for the most part made constructive efforts to identify and
fund worthy interdisciplinary and collaborative research. However, this process is still somewhat
haphazard. Agencies tend to be organized along traditional disciplinary lines, and the evaluation of
interdisciplinary proposals relies on personal contacts between program managers and on timely and
comprehensive responses from what is typically a small pool of qualified reviewers. The time lapse
involved in the proposal evaluation process thus has often been anomalously long.

¢ To a large extent, both mathematical scientists and theoretical/computational chemists are
relatively unaware of the most exciting recent advances in each others’ fields. Consequently both
groups tend to be insensitive to the opportunities for interdisciplinary cross-fertilization that could
produce intellectual novelty and productivity enhancements on both sides.

¢ The system of prizes and awards administered by the mathematical sciences and chemistry
professional societies is currently not geared to recognize and reward interdisciplinary collaborative
research advances.

¢ The national environment—including Congress, funding agencies, and the professional societies
(see, e.g., Joint Policy Board for Mathematics, 1994)—has become perceptibly more conducive to
encouraging and supporting interdisciplinary and collaborative research, particularly as it may concern
industrial innovation and productivity. Government agencies in particular are currently in a mood to
actively encourage joint industrial-academic research, even though proprietary rights barriers to free
collaboration are recognized to exist.

¢ The overwhelming volume of specialized technical literature aggravates the communication
problems between fields and occasionally leads to wasted effort, redundancy, and rediscovery. It
appears that well-researched and well-written review articles spanning normally disconnected
specialties in the mathematical sciences and in theoretical/computational chemistry represent a
disproportionately small fraction of the technical literature, in spite of the fact that they can eliminate
redundant effort.

In response to these conclusions and to the insights gained from its study, the committee makes the
following recommendations:

Undergraduate Education. The best way to attract scientists to interdisciplinary work is to get them
interested as undergraduates. It is recommended that universities encourage undergraduate
interdisciplinary research courses, seminars, and summer programs.

Graduate Education. Departments in the mathematical and chemical sciences should encourage
graduate degrees (both M.S. and Ph.D.) that involve dual (mathematics and chemistry) mentoring.
Dual mentoring activity between chemistry and physics and chemistry and biology has been successful
in many universities. The committee recommends that mathematics graduate students consider a
minor in chemistry instead of a minor in an area of mathematics related to their research specialty.
Theoretical and computational chemistry graduate students should consider a minor in mathematics or,
alternatively, take a core of mathematical courses appropriate to their interest (perhaps in the
framework of a special "interdisciplinary track").

Faculty Interaction. Mathematics and chemistry departments should on occasion invite a person
from the other area to speak in a research seminar or a colloquium. Lists of speakers of potential
interest to industry should be circulated to local industrial laboratories, and vice versa.




EXECUTIVE SUMMARY

Interdisciplinary Research. The committee recommends that mathematics and chemistry
departments encourage and value individual and collaborative research that is at the interface of the
two disciplines. Such work has the potential for significant intellectual impact on computational
chemistry, and hence on the future evolution of chemical research and its applications to problems of
importance in our society.

Professional Societies. Professional meetings in mathematics and chemistry—for instance, those of
the American Mathematical Society (AMS), American Chemical Society, Society for Industrial and
Applied Mathematics (SIAM), and the Chemical Physics Division of the American Physical
Society—would benefit from talks very much like the seminar and colloquium talks described in the
recommendation for faculty interaction above, from shorter presentations in special sessions, and from
panel discussions. There are already some promising moves in this direction as reflected, for
example, by recent AMS sessions on mathematics and molecular biology or SIAM sessions on
molecular chemistry problems and optimization. These sessions at national and regional professional
society meetings could ultimately lead to focused interdisciplinary meetings.

Prizes and Awards. The committee recommends that professional societies in the mathematical and
chemical sciences examine the feasibility of establishing awards and named lectureships for work at
the mathematics-chemistry interface. High-level public recognition by peers would be a major step
toward breaking down interdisciplinary barriers.

Expository Articles and Books. Professional journals in mathematics and chemistry could enhance
their quality, appeal, and influence by publishing expository articles on work at the mathematics-
chemistry interface. There is a shortage of books written for someone who is mathematically
(chemically) sophisticated and desires fairly precise but nonrigorous chemical (mathematical)
explanations.

Interdisciplinary and Industrial Postdoctorals and Sabbaticals. Mathematics and chemistry
departments should encourage postdoctoral and faculty sabbatical study at the mathematics-chemistry
interface. The committee recommends that the chemical software, pharmaceutical, and chemical
industries expand their use of mathematics postdoctorals and faculty on sabbatical leave, and increase
their cooperation with and utilization of existing National Science Foundation (NSF) programs such as
the University-Industry Cooperative Research Program in the Mathematical Sciences; Industry-Based
Graduate Research Assistantships and Cooperative Fellowships in the Mathematical Sciences;
Mathematical Sciences University-Industry Postdoctoral Research Fellowships; and Mathematical
Sciences University-Industry Senior Research Fellowships. Another opportunity in this regard exists
at the Institute for Mathematics and Its Applications at the University of Minnesota, which has an
active industrial postdoctoral research program with the aim of broadening the perspectives of recent
doctoral recipients in the mathematical sciences and preparing them for research careers involving
industrial interaction.

Reference
Joint Policy Board for Mathematics, 1994, Recognition and Rewards in the Mathematical Sciences, American
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1
INTRODUCTION

Although much of its discovery process is descriptive and qualitative, chemistry is fundamentally a
quantitative science. It serves a wide range of human needs, activities, and concerns, a theme
forcefully documented in the comprehensive Pimentel report, Opportunities in Chemistry (National
Research Council, 1985), which presented the status of chemistry as of 1985. The mathematical
sciences provide the language for quantitative science, and this language is growing in many
directions as computational science in general continues its rapid expansion. A timely opportunity
now exists to strengthen and increase the beneficial impacts of chemistry by enhancing the interaction
between chemistry and the mathematical sciences.

Computational chemistry is a natural outgrowth of theoretical chemistry, the traditional role of
which involves the creation and dissemination of a penetrating conceptual infrastructure for the
chemical sciences, particularly at the atomic and molecular levels. The mathematical sciences have
been indispensable allies and have provided vital tools for that role. Theoretical chemistry has also
sought to devise and to implement quantitative algorithms for organizing massive amounts of data
from the laboratory, and for predicting the course and extent of chemical phenomena in situations that
are difficult or even impossible to observe directly; thus, today it is difficult to classify many lines of
research as either "theoretical” or "computational." This report tends toward the term theoretical/
computational—any distinction between the two areas is rather misleading because the subject
demands both quantitative characterization and conceptual understanding.

Even before the advent of computers as a major component in physical science research, the
theoretical tradition in chemistry had accumulated a substantial membership: in its 1966 report entitled
Theoretical Chemistry, A Current Review, the Westheimer committee estimated that in 1964,
approximately 200 theoretical chemists with faculty appointments in graduate-degree-granting
institutions could be identified in the United States (National Research Council, 1966, p. 3).

The subsequent three decades have witnessed a revolutionary expansion in the breadth and
capability of theoretical and computational chemistry, as well as in its population. These changes, of
course, have been driven by the rapid evolution of computers and by their widespread availability in
the scientific community. The resulting impact has been enormous and has expanded the range of
research activity in theoretical/computational chemistry to encompass the entire spectrum from purely
analytical theory, through simulational study of mathematically well-defined models, to the adroit
development of powerful and general computational algorithms. Indeed, for the purposes of this
document, the committee takes the viewpoint that theoretical/computational chemistry constitutes a
seamless continuum of research activities that deserves to be assessed as a whole.

If the mailing lists of theoretical chemistry conferences can be taken as evidence, the current
number of theoretical/computational chemists working in the United States has grown to
approximately 1000 (John C. Tully, Chairman of 1993 International Conference on Theoretical
Chemistry, personal communication). To some extent, this expansion in population has occurred in
the academic community. But more significantly, it represents a major growth in the industrial and
government sectors, and reflects an increasing realization that theoretical and computational chemistry
contributes to the national economic and security welfare. The last three decades have exhibited a
general rise in expectations and optimism surrounding the ability of theoretical/computational
chemistry to resolve pressing problems both of fundamental scientific character and of clear practical
application. The historical record of these expectations can be seen in reports, for example, of
workshops and studies held during the early days of the "supercomputer era” (National Research




Council, 1974, 1975, 1976; Schatz, 1984; Berne, 1985). Not surprisingly, physics and engineering
manifested similar experiences at the same time (National Science Foundation (NSF) Advisory
Committee for Physics, 1981; Lax, 1982; NSF Working Group on Computers for Research, 1983;
National Research Council, 1984).

The pervasive significance and widespread applicability of theoretical and computational chemistry
may not always be immediately obvious to those not frequently concerned with this activity.
Nevertheless, it is central to rational drug design, it contributes to the selection and synthesis of new
materials, and it guides the design of catalysts. New quantum mechanical techniques underlie the
understanding of electronic properties of materials and have advanced the level of precision at which
molecules of at least moderate size can be modeled. Furthermore, computational chemistry software
is a set of tools used increasingly by chemists of many persuasions. These various abilities and
facilities have proved to be very important to American industry, and their advancement would
generate even further industrial benefits. Engaging problems and deep challenges for mathematical
scientists are posed by the needs of theoretical and computational chemists, and the products of
mathematical research in these areas can have far-reaching ramifications.

The marked growth of theoretical/computational chemistry inevitably has involved a substantial
national investment of skilled human resources and of expensive computing resources (both hardware
and software). Both of these types of commodities are relatively scarce and are subject to competition
between alternative scientific and technological disciplines. Table 1.1 shows, for instance, that
software for theoretical and computational chemistry claims much of the cpu usage on the Cray Y-MP
at the San Diego Supercomputer Center. Data from other NSF supercomputer centers reveals similar
patterns. What Table 1.1 does not show is the heavy dependence of these chemistry codes on
mathematical software such as LINPACK and EISPACK. The productivity of these computational
resources, broadly construed, must be an issue for continual analysis and informed action by
policymakers. In particular, the strong mathematical flavor of theoretical/computational chemistry
leads to a natural examination of the efficacy of links between the mathematical and the chemical
sciences, and to the past, present, and future roles of interdisciplinary research at the interface
between these subjects. These issues constitute basic concerns for the present study.

The 14 chemists, biochemists, and mathematical scientists from industry, government, and
academia who attended a 1991 workshop at the National Research Council (NRC) decided that the
interface of the mathematical sciences and theoretical/computational chemistry was an area that
deserved encouragement, and that a fuller study of the issues was warranted. Subsequently, the
Board on Mathematical Sciences and the Board on Chemical Sciences and Technology of the NRC
jointly proposed a study to identify research opportunities for the mathematical sciences relevant to
computational chemistry, with the goal of engaging the talent of more mathematical scientists in the
problems of computational chemistry, which should produce advances of benefit to both the
mathematical and the chemical sciences. The phrase "computational chemistry" was to be interpreted
to include those areas related to molecular structure and its determination, broadly defined; it was felt
that there was less need to promote greater participation by mathematical scientists in the areas of
computational chemistry on the macroscopic scale—including such topics as reaction/diffusion
modeling and most of chemical engineering. On securing approval and funding for this study, a
Committee on Mathematical Challenges from Computational Chemistry was selected, with its first
meeting held in Washington, D.C. on March 29-30, 1994. Two subsequent meetings took place:
June 9-10, 1994, in Washington, D.C., and September 9-11, 1994, in Woods Hole, Massachusetts.

The statement of task given to the Committee on Mathematical Challenges from Computational
Chemistry reads as follows: "The committee will investigate and report on opportunities for
collaborative and synergistic research in the mathematical sciences that can accelerate progress in
theoretical and computational chemistry and their applications, and make recommendations for
promoting this research.” It was clear from the outset that the study could not presume to be



TABLE 1.1 Top ten applications in terms of percentage of CRAY C90 usage at the San Diego
Supercomputer Center for the period December 1, 1993, to August 17, 1994

Time Used (%) | Application Description
7.1 ESP Molecular dynamics
6.7 Gaussian Quantum chemistry
5.4 AMBER Molecular dynamics
2.6 TREESPH Galactic dynamics
2.1 GAMESS Quantum chemistry
2.0 ARGOS Molecular dynamics
1.5 CGCM Coupled ocean-atmosphere global climate
model
1.5 DMOL Quantum chemistry
1.3 COULMETL Materials science
1.2 DIEL Materials science

SOURCE: Wayne Pfeiffer, San Diego Supercomputer Center, personal communication.

exhaustive. However, it seemed realistic to strive for representative sampling of the two communities
involved and to identify instructive examples of past collaborative successes, likely prospects for
interdisciplinary synergy, and barriers to joint research that could be removed or at least lowered.

In order to supplement its own breadth of expertise, as well as to reach out to the mathematical
sciences community, the committee invited guests to its first two meetings to learn from their
perspectives. At its first meeting, the committee engaged in a lengthy discussion with Richard
Herman, chair of the Joint Policy Board for Mathematics, learning about the range of attitudes in that
community toward interdisciplinary research and about efforts to adjust the community’s priorities on
many fronts (Joint Policy Board for Mathematics, 1994). At its second meeting, the committee
invited an optimization researcher (Margaret Wright, of AT&T Bell Laboratories, incoming president
of the Society for Industrial and Applied Mathematics), a statistician (Douglas Simpson of the
University of Illinois at Urbana-Champaign), and a researcher in computational fluid dynamics (David
Keyes from the National Aeronautics and Space Administration’s Langley Research Center). These
guests were invaluable, both for their insights about interdisciplinary research opportunities and for
their perspectives on how the committee might influence the mathematical sciences community.

In scanning the research needs of theoretical/computational chemistry, the committee found
opportunities for synergistic research with almost the entire mathematical sciences community, where
that term is used in its broadest sense to include core and applied mathematicians, statisticians,
operations researchers, and theoretical computer scientists in academe, government laboratories, and
industry. The common denominator shared by mathematical scientists who have contributed or could
contribute to progress in chemistry is not a particular background; rather, it is a willingness to truly
collaborate.

Readers may wish to note that two other recently issued reports have a strong bearing on matters




considered herein. The NRC has completed a parallel study entitled Mathematical Research in
Materials Science, which examines many of the same kinds of prospects, barriers, and cures discussed
below, although some key distinctions become clear (National Research Council, 1994). The present
report gives a somewhat heavier emphasis to biological applications of computational chemistry to
avoid excessive overlap with that earlier report. The second is Recognition and Rewards in the
Mathematical Sciences by a committee of the Joint Policy Board for Mathematics (1994), the
recommendations of which are consistent with those contained herein.

The committee believes that this report has relevance and potentially valuable suggestions for a
wide range of readers. Several important target audiences and the kinds of benefits they might expect
to derive are the following:

1. Graduate departments in the mathematical and chemical sciences could glean suggestions for
promising research directions for graduate students and young scientists, ideas about how to foster
interdisciplinary collaborations, and insight into new types of job opportunities that may appear in the
future.

2. Federal and private agencies that fund research in the mathematical and chemical
sciences—including federal policymakers involved in the high-performance computing and
communications, materials science, and biotechnology initiatives—can find suggested topics that
provide links between the fields, high-priority research topics at the interface, and suggestions for
fostering collaborations.

3. Selected industrial and government research and development laboratories can learn of ways in
which research from the mathematical sciences could be used to improve the productivity of
theoretical and computational chemists.

4. Developers of software and hardware for computational chemistry can gain more insight into
the role that the mathematical sciences could play.

5. Selected individual researchers can find inspiration and background for promising research
directions (especially for graduate students and young researchers), ways in which their existing lines
of research may have parallels or applications in another field, and suggestions for initiating
collaborations.

Chapter 2 of this report covers some history of computational chemistry for the nonspecialist,
while Chapter 3 illustrates the fruits of some past successful cross-fertilization between mathematical
scientists and computational/theoretical chemists. In Chapter 4 the committee has assembled a
representative, but not exhaustive, survey of research opportunities. Most of these are descriptions of
important open problems in computational/theoretical chemistry that could gain much from the efforts
of innovative mathematical scientists, written so as to be accessible introductions to the nonspecialist.
Chapter 5 is an assessment, necessarily subjective, of cultural differences that must be overcome if
collaborative work is to be encouraged between the mathematical and the chemical communities.
Finally, the report ends with a brief list of conclusions and recommendations that, if followed, could
promote accelerated progress at this interface. Recognizing that bothersome language issues can
inhibit prospects for collaborative research at the interface between distinctive disciplines, the
committee has attempted throughout to maintain an accessible style, in part by using illustrative
boxes, and has included at the end of the report a glossary of technical terms that may be familiar to
only a subset of the target audiences listed above.
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2
THE EMERGENCE OF COMPUTATIONAL CHEMISTRY

Computational chemistry has its roots in the early attempts by theoretical physicists, beginning in
1928, to solve the Schrddinger equation (see Box 2.1) using hand-cranked calculating machines.
These calculations verified that solutions to the Schrodinger equation quantitatively reproduced
experimentally observed features of simple systems such as the helium atom and the hydrogen
molecule. Approximate solutions for larger systems and exact solutions to simple model problems
allowed chemists and physicists to make qualitative explanations of spectra, structure, and reactivity
of all types of matter.

During the Second World War, electronic computers were invented, and in the decade after the
war these became available for general use by scientists. At the same time, physicists generally
became more interested in nuclear structure and lost interest in the details of molecular structure and
spectra. Hence, beginning in the mid-1950s, a new discipline was developed, primarily by chemists,
in which serious attempts were made to obtain quantitative information about the behavior of
molecules via numerical approximations to the solution of the Schrodinger equation, obtained by using
a digital computer. The present success of this field has come largely from the enormous increase in
speed, and decrease in cost, of computers, with significant improvements also attributable to many
developments in algorithms and methodology. During the 1960s, three major developments in
algorithms and methodology made quantum chemistry a useful tool: computationally feasible, accurate
basis sets were developed; reasonably accurate approximate solutions to the electron correlation
problem were demonstrated; and formulas for analytic derivatives of the energy with respect to
nuclear position were derived. These developments were incorporated into several software packages
that were made readily available to most chemists in the early 1970s, leading to an explosion in the
literature of applications of computations to chemical problems. These programs are used to predict
and explain the structure and reactivity of molecules and to complement the information obtained
from many types of spectral measurements. Refinement of the program packages has, of course,
continued, with emphasis on increased accuracy, increased size of molecules that can be studied, and
adaptation to new computer hardware. The present methods have evolved from those that were used
to study 1- and 2-atom systems in 1928 through those that were used to study 2- to 5-atom systems in
1970, to the present programs that produce useful quantitative results for molecules. with up to 10 to
20 atoms. Much of the current research in new methods is aimed at developing methods that are
feasible for even larger molecules.

A classic example of the power of the theoretical/computational approach is the work in the 1960s
by W. Kolos and L. Wolniewicz. Explicit r,, calculations had been introduced for the hydrogen
molecule in 1933 by James and Coolidge, and Kolos and Roothaan, working together in Mulliken’s
lab, improved these calculations in 1960. Subsequently, Kolos teamed up with Wolniewicz to author
a sequence of papers of increasing accuracy. Their results diverged from the accepted
(experimentally derived) dissociation energy of H,. When all known corrections were included,
Kolos and Wolniewicz’s best estimate of the discrepancy (in 1968) was 3.8 cm™ Thus prodded,
experimentalists reexamined the issue and in 1970 a new spectrum of better resolution and a new
assignment of the vibrational quantum numbers of the upper electronic state were published. Both of
these results were within experimental uncertainty of the best theoretical result.

While the emphasis of one aspect of computational chemistry has been on solving the many-body
electronic structure problem, another group of chemists has focused on using the resulting potential
energy surface for studying nuclear motion. This has led to a collection of programs for doing
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classical, semiclassical, and quantum calculations. Since 1980, use of these programs has become a
routine tool for modeling molecules and gas-phase chemical reactions. These computations yield
collision cross sections, both differential and integral, for elastic, inelastic, and reactive events.

These approaches require, as with transition state theory, potential energy surface(s) obtained using
quantum chemical methods of solution of the electronic Schrodinger equation. The Schrodinger
equation for nuclear motion is solved subject to a scattering boundary condition, which takes the form
of coupled differential, integro-differential, algebraic, or integral equation systems. The methods
used to solve these coupled systems of equations are drawn from the applied mathematics literature as
well as from algorithm improvements developed by computational chemists.

Meanwhile, simpler approximations have long been used by chemists to estimate the energy of
molecules near their equilibrium geometry. In the molecular mechanics approach (see Box 2.2) the
total energy of a chemical system is approximated by a sum of simple terms involving distances
between atoms, bond angles, and dibedral angles. These terms involve estimated parameters that are
assumed to have the same values as similar parameters obtained by data fitting for simpler molecules.
(Chemists have long known that many structural and energetic features of molecules are nearly
transferable between similar subfragments of molecules.) This representation of the energy has made
possible the modeling of biological systems and rational drug design. It is also at the heart of the
computational engine of many programs that produce three-dimensional computer graphics images of
molecules. Molecular mechanics has become so prevalent that many chemists now equate it with
computational chemistry. This approach has allowed the modeling of molecules with thousands of
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atoms. The practical disadvantage is that only structural types previously encountered in smaller
molecules can be parameterized for larger molecules, so many parameters remain unknown. The
conceptual disadvantage is that this is no longer a first principles theory and the connection to the
Schrodinger equation is unclear. Hence, there can be no rigorous estimate of the potential errors in
this approach and its success relies on chemical intuition for finding suitable molecules from which to
develop the "transferable" parameters.

Another important thread in theoretical chemistry has been the study of many-particle systems such
as liquids, solid materials, and biological macromolecules. The major framework for this study has
been statistical mechanics—a subject with its formal roots in the nineteenth century. In the 1930s, the
study by physical chemists of structure and thermodynamics accelerated with the advent of simple
ideas about intramolecular and intermolecular forces. Equilibrium statistical mechanics has offered
many questions of principle—for example, the question of the nature, and even definition, of phase
transitions. These questions fostered a long-standing cross-fertilization between workers in both the
mathematical and chemical communities (see Box 2.3). Similarly the study of phenomena away from
equilibrium (e.g., the transport phenomena of hydrodynamics and the chemical rates) attracted the
fundamental thinkers in statistical mechanics starting in the 1950s. Recently, corresponding deep
questions of principle about disordered systems such as glasses have attracted workers from both
communities.

Although a large part of statistical mechanics can be studied without computers, machine
calculations for many-body simulation made an early impact in the 1950s and have grown to be the
dominant mode of investigation. Monte Carlo methods, invented at the weapons laboratories by
workers such as Fermi, Ulam, von Neumann, Metropolis, and Teller, were used immediately to
address the many-body problems relevant to the thermodynamics of liquids. Such Monte Carlo
approaches were adapted quickly to the study of polymers as well. The numerical solution of
Newton’s laws for many-particle models, so-called molecular dynamics (see Box 2.3), was also first
carried out by theoretical chemists in the late 1950s and early 1960s. The application of molecular
dynamics and Monte Carlo methods to proteins and other biomolecules in the 1970s has led to their
widespread use throughout the theoretical and experimental chemical communities. Since significant
advances in the efficiency of the algorithms used in molecular dynamics and Monte Carlo simulation
are needed to address the forefront questions such as protein folding, a renewed contact of theoretical
chemists with the numerical mathematics community has recently involved collaborative efforts of
mathematicians, chemists, and physicists.

The advent of molecular quantum mechanics was followed by a very successful theory of chemical
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reaction rates that modeled a reactive event as passage over a reaction barrier on a multidimensional
potential energy surface representing the energy as a function of the internal coordinates of the
reacting system. In its simplest form, the model corresponds to the system moving from reactants to
transition states (the critical configuration), from which the system moves to reaction products. This
conceptually simple model has remained the predominant approach for estimating rates of chemical
reactions. Because of the multidimensionality of the reactive system, however, it is computationally
difficult to implement rigorously. Over the years, efforts have focused on improving methods to
estimate reaction barriers and properties of the reactants, and these have required better solutions of
the electronic and nuclear transition states.

The roots of much of the mathematics now finding application to computational chemistry extend
back at least to the eighteenth or nineteenth century, although, as illustrated in Chapters 3 and 4 of
this report, the most up-to-date developments in the mathematical sciences can also be very natural
tools. Group theory traces its origin to fundamental studies of geometries, but from it has come the
theory of groups of motions, continuous groups, Lie groups, and Lie theory. The need to understand
functions on the sphere and other surfaces led to the representation theory of groups and to various
kinds of function theory. These theories grew up with the creation of quantum mechanics and fed,
and were fed by, quantum mechanics. Much of operator theory and integral equations came from
physics and engineering, as did the general theory of harmonic analysis. Numerical linear algebra
and numerical analysis developed largely as tools for fluid mechanics and military applications, but
their usefulness is vastly more widespread than that.

After World War II the mathematics community entered a period of intense development of its
core, accelerating the growth of fields such as topology, number theory, algebraic geometry, and
graph theory. Advances were largely motivated by questions generated by the internal structure of
mathematics and not by contact with the outside world. In recent years, however, attention has once
again turned outward, and the products of this intense period are now being applied widely in novel
ways. The advent of modern computing capacity has enabled mathematicians to generate
computational algorithms that yield answers—when combined with proper modeling techniques—to
important practical problems. Success has been achieved in signal processing, sound and image
compression, flow problems, and electromagnetic theory. Historically, mathematical scientists have
worked more closely with engineers and physicists than with chemists, but recently many fields of
mathematics such as numerical linear algebra, geometric topology, distance geometry, and symbolic
computation have begun to play roles in chemical studies.

Before proceeding to accounts of past and potential contributions that mathematics can make to
progress in chemistry, it should be emphasized that the challenge of interdisciplinary research is not
one of scientific content alone, but also one of scientific process. Neither the chemist nor the
mathematician is generally the optimal person to construct a mathematical model, as the model by its
very nature lies at the interface between theory and observation. To build the model, an iterative
process of refinement is required, in which mathematical considerations motivate approximations that
need to be checked against reality, and in which key chemical insights necessarily force levels of
mathematical complexity. It is exactly this need for iterative model construction that may motivate
the collaboration of mathematicians and chemists, against the self-referential and conservative
tendencies of each discipline. Focusing on this process of iterative model construction can help
clarify the roles of the collaborators in interdisciplinary research, and by extension illustrate the goals
for their respective disciplines as attempts are made to lower the hurdles to such collaborations. The
model is both the interface between the disciplinary boundaries and the lingua franca between the
cultures.
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3
EXAMPLES OF CONSTRUCTIVE CROSS-FERTILIZATION BETWEEN THE
MATHEMATICAL SCIENCES AND CHEMISTRY

Use of Statistics to Predict the Biological Potency of Molecules Later
Marketed as New Drugs and Agricultural Chemicals

Because the search for new drugs or pesticides typically involves the investigation of thousands of
compounds, many research investigators have sought computer methods that would correctly forecast
the biological properties of compounds before their synthesis. Box 3.1 describes how searches for
new drugs or pesticides are done. There are four well-documented cases of the use of computer
methods, particularly quantitative structure-activity relationship (QSAR) methods, as an integral part
of the design of compounds that are now marketed as drugs or agrochemicals. Not only are these
compounds commercial successes for the companies that developed them, but they benefit mankind by
aiding in the treatment of disease or increasing the food supply. This viewpoint has been so
successful that recently a company, Arris, was founded to incorporate the direct involvement of
mathematicians in the development of proprietary drug design software.

The Hansch-Fujita QSAR method (Hansch and Fujita, 1964) was developed in the early 1960s and
has become widely used by medicinal and agricultural chemists. In this method, one first describes
each molecule in terms of its physical properties and then uses statistical methods to uncover the
relationship between some combination of these physical properties and biological potency.

Usually in QSAR methods the relationships are examined with multiple linear or nonlinear
regression, classical multivariate statistical techniques. However, discriminant analysis, principal
components regression, factor analysis, and neural networks have been applied to these problems as
well. More recently, the partial least squares (PLS) method (Wold et al., 1983) has found wide use
in both QSAR and analytical chemistry. Although PLS was originally developed by a statistician for
use in econometrics, its widespread utility in chemistry has prompted additional statistical research to
improve its speed and its ability to forecast the properties of new compounds, and to provide
mechanisms to include nonlinear relationships in the equations.

Recently, Boyd described four cases in which QSAR and other computer analysis led to a
commercial product (Boyd, 1990). He documented each case carefully by correspondence with the
original inventors. The first is the antibacterial compound norfloxacin marketed for human therapy in
Japan, the United States, and other countries. It is up to 500 times more potent than previously
marketed compounds of this class. Additionally, it is effective against Pseudomonas, a difficult
organism to control. Norfloxacin and its subsequent derivatives achieve a clinical efficacy of
approximately 90%. Norfloxacin was designed at the Kyorin Pharmaceutical Company in Japan from
a traditional QSAR analysis that used regression analysis of about 70 compounds.

The second and third QSAR-designed molecules to reach the market are both herbicides.
Metamitron, discovered by Bayer AG in Germany, was based on a QSAR that involved the multiple
linear regression analysis of 22 compounds. In 1990 it was the best seller in Europe for the
protection of sugar beet crops. The other herbicide, bromobutide, has been marketed in Japan since
1987. It was developed at Sumitomo Chemical Company in Japan based on QSAR analysis of 74
compounds.

The final example co